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switched off in such a way as to limit 
performance losses. 
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This strategy enables 
the selection of the optimal 
model architecture that fits the available resources.

Deep Neural Networks can require vast amounts of computation and memory, but 
these requirements do not always correspond to the resources available.

We developed a novel technique  to resize Deep Neural Networks within the 
constraints imposed by limited resources. 

ATLAS is a particle detector on the Large 
Hadron Collider at CERN. Its large open 
geometry is specifically designed to explore 
the widest possible range of physics 
phenomena and to investigate unanswered 
questions about our universe.

GN1 is the new flavor  tagger based on Graph Neural Network, with multi-head 
attention. 
● Starting from jet and track features.

● Jet flavor, vertexing and track origin tasks trained simultaneously to achieve 
better performance.

Huge performance gain in 
ATLAS flavour tagging.

● Improved signal selection 
and background rejection. 

● GN2 is already set to be a 
strong successor.

Source: ATL-PHYS-PUB-2022-027

Training of the 
DNNs is performed 

on GPU at Recas

Identification accuracy of the 
DNNs on  beam test data

● Identification accuracy 
always above 95%;

● High performance for 
particle identification 
over all the energy rangei

Energy reconstruction of 
DNNs on beam test data 

● High linearity of energy 
reconstruction for all the 
species over three order 
of magnitude

Digitized 
simulation:
Scintillators 

ADC + 
tracked pixels 

Deep Learning event reconstruction for Limadou HEPD-02

HEPD-02 simulation

The Limadou HEPD-02 event reconstruction strategy is based on the use of Deep Neural Networks. The 
core of the reconstruction chain is a set of neural networks that reconstructs the nature and the kinetic 

energy of incoming particle,  starting from the signals recorded in the detector. 

Pruning of Deep Neural Networks

These networks are trained on a dedicated Monte Carlo simulation and their performance 
evaluated on beam test data.

CSES-01 observations of the SEP/GLE 2021

CSES-01 observations of the 2018 Geomagnetic Storm

Vector-boson fusion (VBF) is the 
second most frequent Higgs 
boson production mechanism. 
Studying Higgs boson decays into 
b-quarks in the VBF channel 
provides an avenue to pursue this 
challenging signature.

Deep neural network classifier which discriminates signal decays 
from background events.

Adversarial training allows for a classifier largely uncorrelated with 
the jet mass.

● Reduced impact of systematic uncertainties in background 
modeling.

● Enhanced signal purity.

Source: Phys. Rev. D 96, 074034 (2017)

Deep Learning signal selection for the VBF 
H(cc/bb) analysis

Flavor tagging with Graph Neural Networks

IONOTRANS - Observation of Space Weather Phenomena

https://cds.cern.ch/record/2811135/files/ATL-PHYS-PUB-2022-027.pdf
https://journals.aps.org/prd/abstract/10.1103/PhysRevD.96.074034

